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Background



How do we measure 
the quality of a KG?
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Symbolic entity-relation model of machine knowledge

Knowledge graphs (KGs)

[Safavi and Koutra 2021]: *more on machine knowledge representation with/without schemas

https://arxiv.org/pdf/2104.05837.pdf
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Constructed and/or verified by humans à high precision (accuracy)

What is the precision of KGs?

[Liu and Singh 2004] [Mahdisoltani et al 2014] [Weikum et al 2020]

https://idp.springer.com/authorize/casa?redirect_uri=https://link.springer.com/content/pdf/10.1023/B:BTTJ.0000047600.45421.6d.pdf&casa_token=wNyKfN-NgRIAAAAA:UqkSwWfRvtlO1WYy3vqhp5H3BE3-8Q6jB35LWAtvsUex514uVms0nHEYaY9KVdIFba23kwyPm12WCtzX
https://pure.mpg.de/rest/items/item_2077946/component/file_2077968/content
https://arxiv.org/pdf/2009.11564.pdf
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Always growing…but never truly “complete”

What is the recall of KGs?

[Galarraga et al 2017] [Weikum et al 2020]

https://arxiv.org/pdf/1612.05786.pdf
https://arxiv.org/pdf/2009.11564.pdf
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How to improve recall?

label

Epic

Hire experts or crowd workers

Information extraction from documents

Or… 
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How to improve recall?

label

Epic

Hire experts or crowd workers

Information extraction from documents

Automate link prediction in KGs 
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KG completion (KGC): Automate prediction of missing edges

How to improve recall?

label

Epic
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Devise shallow/deep learning models for KGC

Can we automate KGC?

label

Epic

(Self-)supervision setup:
• Train model to predict missing entities (or 

relations) in fraction of KG triple data
• Test model’s ability to predict missing 

entities (or relations) in remaining triples
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Can we automate KGC?

AI/ML conferences

NLP conferences
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But let’s rewind…

Progress in AI research depends heavily on benchmarks

• Benchmark: Dataset of input/output 
pairs that sufficiently represents a real-
world use case [Paullada et al 2020]

• Allows for comparison of competing 
systems (or algorithms) according to 
given metric(s)

https://arxiv.org/pdf/2012.05345
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But let’s rewind…

What do benchmarks look like in KGC research?

🤔
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Most existing KGC benchmarks* 

Reliance on outdated data sources

Leakage between train and test splits

Non-standardized versions

Lack of difficult test examples

Low interpretability for practitioners

*We survey 40+ KGC papers and 12 evaluation datasets across AI/ML/NLP venues
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A set of knowledge graph 
Completion Datasets Extracted from 

Wikidata and Wikipedia
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Roadmap

How was CoDEx designed and collected?

What KGC tasks can I test on CoDEx?

How does CoDEx compare to existing KGC benchmarks?

+ everything (data, models, 
code) is publicly accessible!



How was CoDEx
designed and 
collected?

What KGC tasks can I 
test on CoDEx?

How does CoDEx
compare to existing 
KGC benchmarks?
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# entities # relations # triples
Codex-S 2K 42 36K
Codex-M 17K 51 206K
Codex-L 78K 69 612K

Collecting CoDEx
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# entities # relations # triples
Codex-S 2K 42 36K
Codex-M 17K 51 206K
Codex-L 78K 69 612KScience

Collecting CoDEx

Entity types + text in Arabic, 
German, English, Spanish, 

Russian, Chinese
Existing KGC benchmarks in 
English only (or don’t have text)! 
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Positive and negative knowledge

Most KGs include positive (true) data only…

Background
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Positive and negative knowledge

[Safavi and Koutra 2020]

Background

Billie 
Jean
✗

But negative (false) knowledge can be 
useful too!

https://arxiv.org/pdf/2011.07497.pdf
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Positive and negative knowledge

[Safavi and Koutra 2020]

Background

Billie 
Jean
✗

How to construct negatives from positives?

🤔

https://arxiv.org/pdf/2011.07497.pdf
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Augmenting CoDEx

Sade Smooth 
Operator

created ✓
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Augmenting CoDEx

Sade Billie 
Jean

✗created

Same type (pop song)
Triple not in KG
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Augmenting CoDEx
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Explore CoDEx.ipynb



How was CoDEx
designed and 
collected?

What KGC tasks can I 
test on CoDEx?

How does CoDEx
compare to existing 
KGC benchmarks?
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KGC tasks

Link prediction
Predict answers to queries 
like (head, relation, ?) and 
(?, relation, tail) by ranking 

candidates

Beyoncé ?sibling

Compute ranking metrics like 
mean reciprocal rank (MRR) 
and hits@k
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KGC tasks

Triple classification
Label provided triples as 

true or false
Beyoncé Solange

sibling

Label = TRUE

Compute classification 
metrics like accuracy
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Model selection
Type Approach Citation

RESCAL Linear Tensor decomp. [Nickel et al 2011]
TransE Linear Translational [Bordes et al 2013]
ComplEx Linear Matrix decomp. [Trouillon et al 2016]
ConvE Nonlinear Deep convolutions [Dettmers et al 2018]
TuckER Linear Tensor decomp. [Balažević et al 2019]

Models and implementation

Important to 
fairly compare 
methods!!

[Broscheit et al 2020] https://github.com/uma-pi1/kge

https://openreview.net/pdf?id=H14QEiZ_WS
https://hal.archives-ouvertes.fr/docs/00/92/07/77/PDF/bordes13nips.pdf
http://proceedings.mlr.press/v48/trouillon16.pdf
https://ojs.aaai.org/index.php/AAAI/article/download/11573/11432
https://www.aclweb.org/anthology/D19-1522.pdf
https://www.aclweb.org/anthology/2020.emnlp-demos.22.pdf
https://github.com/uma-pi1/kge
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Model selection

Link prediction results

Year 
proposed
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Model selection

Link prediction results

🤔
For CoDEx-S/M, earlier model (ComplEx) 

performs best when models are fairly 
compared!

Is “deeper” 
really better?

Year 
proposed
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Model selection

Link prediction results

Performance varies ±30% based on 
input hyperparameter configuration, 

consistent with the literature

[Ruffinelli et al 2020]

Important to 
properly tune 
models!!

https://openreview.net/pdf?id=BkxSmlBFvr
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Model selection

Triple classification results

Accuracy drops up to 19 points on hard negative examples 
compared to randomly generated negatives
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Model selection

Triple classification results

Accuracy drops up to 19 points on hard negative examples 
compared to randomly generated negatives

Lots of room for improvement!
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Model selection

How does CoDEx compare to existing benchmarks?

vs
FB15K-237 
[Toutanova and Chen 2015]

https://www.aclweb.org/anthology/W15-4007.pdf
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Model selection

Qualitative comparison
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Model selection

Qualitative comparison

CoDEx covers a wider selection of topics 
and is easier to interpret

CoDEx: Concise, human-
readable relations

FB15K-237: Lengthy concatenated hierarchical 
relations, deprecated documentation
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Quantitative comparison

Read as: “Learned KB embedding improves ≤ X pts 
over baseline for Y% of test set”

X

Y Link prediction 
Compare simple non-learning link 
prediction baseline to SOTA KGC 
model per dataset, compute 
improvement over baseline

CoDEx: ComplEx [Trouillon et al 2016]

FB15K-237: RESCAL [Nickel et al 2011]
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Quantitative comparison

Read as: “Learned KGC model improves ≤ X pts over 
baseline for Y% of test set”

X

Y Link prediction 
Compare simple non-learning link 
prediction baseline to SOTA KGC 
model per dataset, compute 
improvement over baseline

CoDEx: ComplEx [Trouillon et al 2016]

FB15K-237: RESCAL [Nickel et al 2011]
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Quantitative comparison

FB15K-237 easier?
» Baseline performs better than 

KGC model for 10%
» Baseline within 5 pts of KGC 

model for 40%

CoDEx: Designed to avoid this!

FB15K-237: very biased toward high-
degree entities (“USA”, “male”)

X

Y

Read as: “Learned KGC model improves ≤ X pts over 
baseline for Y% of test set”
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To recap, we:

Introduced and described CoDEx

Benchmarked KGC models on CoDEx for two tasks

Showed its value over a popular KGC dataset



Thanks for watching!
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